- The Cost of Al -

In recent years, / there have been great advances in Al technology. // The
energy-cost of training these Al, however, / is infamously high. // Though none of
the major tech companies / have released detailed information / on precisely how
much energy is consumed / when developing an Al, / the cost can be estimated /
from what is known of the hardware and processes involved.//

It is estimated / that it took 7,200 megawatt hours (MWh) / to train
OpenAl ChatGPT-4 / over a period of five to six months, / as much energy as 3,400
Japanese households use in one year. / Converted to calories, / it is the equivalent
energy consumed by a construction worker / over 3.4 million years of work / with
no vacation days. // Although the energy consumption decreases / once the Al has
been trained, / its continued use / will require a steady supply of power. //

As Al proliferate, / and new models continue to be developed, / the energy
cost of computation / will skyrocket worldwide. / One analyst predicts / that "by
2027 the Al sector / could consume between 85 to 134 terawatt hours each year," /
roughly as much energy as the Netherlands annually requires. / In monetary
terms, / it converts to roughly 10.5 billion USD / or 1.6 trillion JPY, / enough to
finance the construction of 7 Burj Khalifas.//

The construction, maintenance, and decommissioning of the datacenters
/ necessary for Al / requires more than mere energy. / Large amounts of water are
used for cooling, / and the problem of electronic waste / (responsible for 70% of
global surface-level toxic pollution) / has yet to be solved. / Neither the benefits, /
nor the costs of Al should be ignored / as we move into the future. //
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Summary® Fill Blank:

It takes very much to train and run an . ChatGPT-4 took MWh to be trained,
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Summary® Summary(50 -80 words):

Summary®@ Sample Answer:
It takes very much energy to train and run an AlL. ChatGPT-4 took 7,200 MWh to be trained, the equivalent of what 3,400 Japanese
households use in a year. By 2027 the Al sector could consume as much energy as the Netherlands. Furthermore, datacenters are needed to run Al,

and they come with additional costs such as water supply and the disposal of toxic waste.




